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**Motivation**

According to the National Highway Safety Administration1, 10,497 people died in the United States in 2016 from alcohol related crashes, which accounts for 28% of all traffic related deaths. This means there were 29 deaths every day and 1.2 deaths every hour. The highway Administration also reported 1,233 children killed in automobile accidents, in which 17% were alcohol or narcotics related1. Not only are Americans losing lives, but alcohol related collisions have been estimated to cost the public more than $40 billion dollars each year2.

Alcohol impaired deaths are a public health problem and local governments play a massive role in enforcement. In December 2018, Utah became the first U.S. state to lower the BAC (blood alcohol concentration) from 0.08 to 0.05 in hopes of reducing alcohol related crashes and deaths. If this does have an impact, it could help save thousands of lives and millions of dollars in the coming years in Utah, as well as additional states who choose to implement similar policies.

**Introduction**

Research has shown a reduction in alertness and judgement as BAC increases even while remaining below 0.104. A BAC of 0.08 (approx. 4 alcoholic drinks) has shown a reduction in balance, speech, vision, and reaction time4. A BAC of 0.05 (approx. 3 alcoholic drinks) is associated with exaggerated behavior, loss of small-muscle control, and lowered alertness. This can lead to reduced coordination and response to emergency situations while driving. BAC limits help local law enforcement to keep impaired drivers off the road, as well as help drivers to be aware of their alcohol consumption and know when or when not to operate a vehicle.

The BAC is the legal measure of alcohol intoxication, according to the percentage of alcohol in an individual’s blood. Prior to the 1980s, very little legislation was in place to keep impaired drivers off the roads. This became a National issue in the 80s and laws were put in place to combat it. A BAC of 0.10 was the legal threshold in most states starting in the 1980s. Utah became the first state to reduce the legal BAC to 0.08 in 1983. After success in Utah, as well as increasing alcohol related deaths in much of the U.S., most remaining states lowered the BAC to 0.08. As of 2001, 49 states enacted a BAC of 0.083 (with the exception of Massachusetts).

Alcohol related collisions continued to decrease nationwide from the early 2000s, but recently have begun to plateau5. For this reason, public health professionals are asking how we can continue the trend towards zero alcohol related vehicle fatalities. In January 2018, the National Academies of Sciences, Engineering and Medicine formed a committee to identify potential strategies to reduce the number of alcohol related fatalities. They found several potential strategies, one of which was lowering the BAC to 0.056.

Once again, Utah has pioneered a new BAC limit with a reduction from 0.08 to 0.05 on December 30, 2018. State officials believe that that even a BAC of 0.05 is too high to be driving and that lowering the limit will prompt impaired individuals even further to stay off the roads. In this paper I’ll be analyzing state collision records to determine if this new limit has in fact reduced DUI related accidents in Utah.

Intervention analysis on policy implementation can be difficult since we can’t randomize who does and does not get the treatment – in our case the 0.05 BAC threshold. Previous research on the impact of BAC has primarily used traditional frequentist statistics, specifically Box-Jenkins methods. I will use both a frequentist and a Bayesian approach and compare the results.

**Preliminary Discussion**

While Utah is the first U.S. state to lower the BAC to 0.05, most states have lowered their BAC from 0.10 to 0.08 within the last 30 years. There have been vast amounts of research to determine the efficacy of the .08 reduction. Fell and Scherer (2017) performed meta-analysis on these studies and found 14 suitable studies (12 of which were conducted in the United States). They combined and standardized results and found that lowering the BAC from .10 to .08 resulted in a 9.1% decrease in the rates of fatal alcohol-related craches9. It should be noted that the study with the greatest impact was based on data from Canada and the authors note that policy/cultural differences could mean that Canada sees a larger impact than the U.S. for the same BAC reduction.

Kaplan and Prato (2007) studied the impact of lowering the BAC to 0.08 over 22 U.S. jurisdictions over a period of 15 years starting in 1990. They looked at alcohol-related single-vehicle crashes within these jurisdictions and found a statistically significant decrease7. Additionally, they found that female and elderly drivers were more compliant to the new law than men and younger drivers. They used a poisson regression model and accounted for state-specific effects.

Similarly, Apsler, Harding, and Klien (1999) studied the impact on fatal crash rate of lowering the BAC to 0.08 in 11 states from 1982 to 1994. They developed state-specific ARIMA models on impaired driver related traffic fatalities and found mixed results among the 11 states8. It should be noted, they included Utah’s move to a 0.08 BAC in 1983 in their analysis and found no significant decrease in driver-impaired fatalities. They did note that Utah’s alcohol related crash rate was substantially lower than the national average and that lowering it even further would have been very difficult. Their study showed that the 0.08 law in California was one of the most successful with a significant decrease of 33 high-BAC related crashes per month when they implemented the law in 1990.

Voas, Tippets, and Taylor (2002) studied the impact of the .08 law in Illinois using an ARIMA model and found a 14% decrease in fatal crashes. Using similar methodologies surrounding states increased by 3% over the same time period11.

Fell and Scherer (2017) also performed meta-analysis on studies lowering the BAC to .05 or lower (all studies and data outside the United States). They found 11 studies meeting their criteria and after combining and standardizing the results they estimated that a reduction to .05 would result in 11% fewer fatal alcohol related crashes9. The most similar study to the intervention in Utah was that of Henstridge, Homel, and Mackay (1997). They studied the impact of a BAC reduction change in New South Wales and found a significant decrease in fatal crashes using an ARIMA approach12.

**Methodology**

Intervention analysis is critical in understanding the impact of any policy; however, identifying the best approach can be a difficult task. The gold standard of causal inference is to run a randomized control trial. In a randomized trial we can separate the data into two groups – control and treatment – where the control receives no treatment. As long as the control is chosen randomly and there is no “spillover effect”, the causal effect of the treatment can be easily inferred. With large-scale interventions it’s often infeasible to run such a trial as it’s likely too costly, unethical, or even impossible to create a proper control group. The control in a randomized trial works as a counterfactual representing what we would have expected from the treatment group had there been no treatment. When we lack a clear counterfactual, we rely on econometrics. In this paper I consider methods from both frequentist and Bayesian econometric and compares the results.

**Frequentist Approach**

The majority of previous research on BAC impact has used a frequentist approach. I will follow the approach outlined in Enders (2014) where a Box-Jenkins approach is used to 1) estimate the true underlying data-generating process of the series and 2) estimate the impact to the series post-intervention.

More specifically, Enders (2014) outlines the following steps:

**Step 1:** Use the longest data span (i.e. either the pre- or the post-intervention observations) to find a plausible set of ARIMA models. Ensure that the {yt} sequence is stationary. If the sequence is non-stationary you should perform unit root tests on the longest span.

**Step 2:** Estimate the various models over the entire sample period, including the effect of the intervention.

**Step 3:** Perform Diagnostic checks of the estimated equations. This is particularly important since we’ve merged the observations from pre- and postintervention periods. The model chosen should have the following characteristics:

1. The coefficients should be of “high quality”. (i.e. statistically significant, convergent yt implied)
2. The residuals should be white noise
3. The model should outperform plausible alternatives

After performing these steps, the coefficient on the binary “treatment” variable should be evaluated in terms of significant and magnitude and will provide an estimate of the impact and difference in means post-intervention.

**Bayesian Approach**

Bayesian statistics have some clear advantages when dealing with intervention analysis. Unlike frequentist statistics, Bayesian methods allow the parameters to vary while holding the data fixed. This facilitates a great framework for modelling uncertainty by returning entire distributions instead of single point estimates. Additionally, we’re able to incorporate prior knowledge into the model and combine that with the data at hand to update our beliefs. The Bayesian approach I’ll use models structural time series equations, also commonly referred to as “state-space” or “dynamic linear models”. These models don’t require Bayesian methods, but it is a natural fit for the structure of modelling and provides many advantages.

**Structural Time Series Models:** Structural time series models decompose the series into different components. Brodersen Et al. (2015) define structural time series models by the following two 2 equations:

* 1. *yt = ZtTαt + εt,*
  2. *αt+1 = Tαt + Rtηt*

where *εt ~ N(0,σt2) and ηt ~ N(0,Qt)* and ar*e* independent and identically distributed random variables20. (1.1) is the observation equation and (2.2) is the unobserved state vector where (1.1) is linked to (2.2) via *αt.* The remaining variables are defined by the following:

Zt -- *design matrix (k endogenous* × *k states* × *n)*

Tt -- *transition matrix* (k states × k states×n)(k states × k states×n)

Rt -- *control matrix* (k states × k posdef × n) (k states × k posdef × n)

These components easily capture several types of trends and seasonality and do not require the series to be stationary. Additionally, each component can either be modeled as a function of time or stochastically (e.g. random walk with drift) making the models very flexible and dynamic. For modeling the impact of lowering the BAC on collisions, {yt} is weekly DUI collisions. I use two different state-space approaches to determine the impact of lowering the BAC. The first approach is the primary analysis, the second is a robustness check.

1. Develop several plausible state-space models (or representations of *α*) and determine which “best” fits the data by evaluating the R-Squared, Harvey’s GoF statistic, RMSE & MAE on a holdout, and graphical posterior predictive checks. I’ll include a treatment indicator in the “best” model as an exogenous regressor in the design matrix (Zt) indicating post-intervention (i.e. after 2018-12-30). I evaluate the treatment effect using the inclusion probability and highest posterior density interval.
2. Using the “best” state-space representation from approach 1, I’ll follow the framework outlined by Brodersen Et Al. (2015) which develops a set of counterfactuals for post-intervention and compares them to the observed data. This approach is similar to a Bayesian, state-space, difference in differences design and requires a control that wasn’t treat. For this I’ll use non-DUI related collisions as done in other BAC related studies.

For the primary model I consider the following state components:

1. Local Linear Trend & Seasonality
2. Seasonality only
3. Local Linear Trend only
4. Semi Local Linear Trend only
5. Semi Local Linear Trend & Seasonality

*Local Linear Trend:* The local linear trend model is ideal for short-term forecasts due to it’s ability to adapt quickly to local variation; however, this can produce unreliable long-term forecasts with large intervals. The equations for the local linear trend model are:

* 1. μt+1 = μt + δt + ημ,t
  2. δt+1 = δt + ηδ,t

where ημ,t ∼ N (0,σ2μ) and ηδ+∼ N (0,σ2δ ). We can see that ut represents the value of the series at time t and δt is the slope. The slope then, is time dependent and hence very flexible. From these equations, we can see that both the slope and the mean of the trend follow random walks.

*Semi Local Linear Trend:* This is preferred for long-term forecasting. It differs from the *local linear trend* in that it assumes a random walk for the mean, but a stationary AR(1) process for the slope of the series. This results in a more stable model but also less flexible. It is defined by the following equations:

* 1. μt+1 = μt + δt + εt
  2. δt+1 = D + φ(δt − D) + ηt

where εt ∼ N (0, σµ) and ηt ∼ N (0, σδ). The long-term slope is represented by D meaning that δt will converge to D as t increases. Φ is the memory of the slope with values close to 0 only allowing for short deviations from the long-term mean20.

*Seasonality:* The seasonality component can be adjusted to fit several different time frequencies and is represented by the following equation:

* 1. γt+1 = ∑s=0 γt−s + ηγ,t

where s is the total number of seasons and γt is the joint contribution to the series. For example, my data is weekly so we’d set S = 52 for each week of the year. This is analogous to including an indicator for each season (i.e. 52) but instead of leaving 1 out – as we would usually do in a regression model – we include a constraint that they all sum to 0 so that the model is not overparametrized. This framework allows for flexibility in the seasonal impact as the pattern can slowly evolve20.

**Empirical Results**

I use weekly DUI related automobile collisions in Utah from 2015-01-01 to 2019-03-31 provided by the Utah Department of Transportation (UDOT). This allows for a full quarter of post-intervention data as the BAC was lowered on 2018-12-30. It should be noted that at the time this data was collected (Jan. 2020) UDOT had not yet finalized the data for 2019 and could not confirm whether or not Q1-2019 data would change. In both models, I take the log of weekly crashes.
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**Frequentist Method**

**Step 1.** The first step is to find a plausible set of ARIMA models using the longest span of data; in my case it’s pre-intervention. I start by finding the order of integration of the series. By visual inspection and the nature of the data it seems there is some seasonality. Since seasonality is suspected, it’s important to check for seasonal unit roots. Just as a trend can either be stochastic or deterministic, seasonally can also take these forms. Deterministic seasonality is introduced by systematic cycles such as weather or effects of holidays. This can easily be removed by seasonal adjustments such as the inclusion of seasonal dummy variables. Stochastic seasonality is not constant and instead is a function of the series at the previous season. This can cause the series to become non-stationary by introducing seasonal unit roots. Seasonal unit roots need to be identified and accounted for by seasonal differencing.

The test statistics derived from standard unit root tests such as the Dickey Fuller are invalid if seasonal unit roots are present. Instead, I will use the HEGY test – so called after the authors Hylleberg, Engle, Granger, and Yoo (1990)16. The HEGY tests for unit roots at each seasonal frequency both individually and collectively. As derived by **(XXYY)** It is analogous to running the following regression (assuming quarterly data for simplicity):

(2.1) *Δ4Yt = α + βt + ∑j=2bjQjt + ∑i=1πiWit-1 + ∑l=1η Δ4Yt-l + εt*

Where *Qjt* is a seasonal indicator variable and *Wit* are given by the following:

(2.2) *W1t = (1 + B)(1 + B2)Yt*

*(2.3) W2t = -(1 – B)(1 + B2)Yt*

*(2.4) W3t = -(1 – B)(1 + B)Yt*

*(2.5) W4t = -B(1 – B)(1 + B)Yt = W3t-1*

Now, we run the t tests π1 = 0, π2 = 0, and F test π3 = π4 = 0. If any test is not rejected this indicates the presence of a seasonal unit root and we need to take a seasonal difference and run the test again. Note, if each test is rejected then we can conclude the series is stationary and we can move forward without differencing. This example is specific to quarterly seasonality, but Hernandez et al (2001) have applied this same methodology to weekly seasonality18. Table 1 displays the HEGY test statistics on the weekly collision series.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Table 1: HEGY Test Statistics on Level** | | | | | | | |
|  | test statistic | p-value |  |  | test statistic | p-value |  |
| t\_1 | -2.68 | 0.061 |  | F\_31:32 | 1.85 | 0.110 |  |
| t\_2 | -1.16 | 0.236 |  | F\_33:34 | 2.24 | 0.073 |  |
| F\_3:4 | 1.82 | 0.113 |  | F\_35:36 | 2.09 | 0.085 |  |
| F\_5:6 | 3.30 | 0.025 | \* | F\_37:38 | 1.92 | 0.102 |  |
| F\_7:8 | 1.46 | 0.169 |  | F\_39:40 | 1.57 | 0.151 |  |
| F\_9:10 | 2.64 | 0.048 | \* | F\_41:42 | 4.89 | 0.005 | \*\* |
| F\_11:12 | 4.18 | 0.009 | \*\* | F\_43:44 | 5.53 | 0.003 | \*\* |
| F\_13:14 | 1.93 | 0.102 |  | F\_45:46 | 3.84 | 0.014 | \*\* |
| F\_15:16 | 0.34 | 0.582 |  | F\_47:48 | 1.91 | 0.103 |  |
| F\_17:18 | 2.81 | 0.041 | \* | F\_49:50 | 1.94 | 0.101 |  |
| F\_19:20 | 2.81 | 0.041 | \* | F\_51:52 | 0.41 | 0.531 |  |
| F\_21:22 | 0.83 | 0.331 |  | F\_2:52 | 3.67 | 0.253 |  |
| F\_23:24 | 1.13 | 0.243 |  | F\_1:52 | 3.78 | 0.000 | \*\*\* |
| F\_25:26 | 2.49 | 0.056 |  |  |  |  |  |
| F\_27:28 | 0.42 | 0.525 |  |  |  |  |  |
| F\_29:30 | 3.59 | 0.018 | \*\* |  |  |  |  |

Under the null hypothesis of each test a seasonal unit root exists. Of the 29 test statistics we reject the null in 10. This indicates the presence of multiple seasonal unit roots and we need to take a seasonal difference of the data and run the HEGY test again. I take a seasonal difference by taking Xt = Xt – Xt-s where s is the number of seasonal frequencies (in our case 52). Table 2 displays the HEGY test statistics after taking one seasonal difference.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Table 2: HEGY Test Statistics on Seasonally Differenced Data** | | | | | | | |
|  | test statistic | p-value |  |  | test statistic | p-value |  |
| t\_1 | -3.50 | 1.000 |  | F\_31:32 | 3.68 | 0.013 | \*\* |
| t\_2 | -1.18 | 0.991 |  | F\_33:34 | 3.72 | 0.013 | \*\* |
| F\_3:4 | 3.55 | 0.013 | \*\* | F\_35:36 | 3.22 | 0.014 | \*\* |
| F\_5:6 | 4.45 | 0.012 | \*\* | F\_37:38 | 4.56 | 0.011 | \*\* |
| F\_7:8 | 0.62 | 0.018 | \*\* | F\_39:40 | 3.67 | 0.013 | \*\* |
| F\_9:10 | 2.53 | 0.015 | \*\* | F\_41:42 | 6.59 | 0.000 | \*\*\* |
| F\_11:12 | 6.10 | 0.008 | \*\* | F\_43:44 | 3.99 | 0.013 | \*\* |
| F\_13:14 | 5.57 | 0.009 | \*\* | F\_45:46 | 4.19 | 0.012 | \*\* |
| F\_15:16 | 3.42 | 0.014 | \*\* | F\_47:48 | 3.19 | 0.014 | \*\* |
| F\_17:18 | 4.97 | 0.011 | \*\* | F\_49:50 | 2.97 | 0.014 | \*\* |
| F\_19:20 | 0.63 | 0.018 | \*\* | F\_51:52 | 1.70 | 0.017 | \*\* |
| F\_21:22 | 5.24 | 0.010 | \*\* | F\_2:52 | 6.99 | 0.304 |  |
| F\_23:24 | 3.66 | 0.013 | \*\* | F\_1:52 | 7.13 | 0.000 | \*\*\* |
| F\_25:26 | 5.11 | 0.010 | \*\* |  |  |  |  |
| F\_27:28 | 1.39 | 0.017 | \*\* |  |  |  |  |
| F\_29:30 | 0.99 | 0.017 | \*\* |  |  |  |  |

We now reject at nearly all seasonal frequencies and can conclude that the series is integrated of seasonal order I(1). Remember, after determining stationarity through the HEGY test it’s no longer necessary to check for standard unit roots. We can now move forward with the modelling approach.

I will consider both ARIMA and SARIMA models. SARIMA models not only look at effects of the most recent lagged data (e.g. t – 1, t – 2, …) but also at the effect of values at the same seasonal frequency (e.g. t – s). I’ll look at the ACF and PACF displayed in tables figures 2 & 3 to determine a set of plausible models.

**Figure 2: Seasonally Differenced ACF**
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**Figure 2: Seasonally Differenced ACF**
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Figures 2 & 3 show a significant correlation at lag 52 in both the ACF and PACF which indicates we should consider SMA(1) and SAR(1) models. I will include both of these in the list of plausible models as well as a pure noise model that doesn’t include any MA or AR terms.

**Steps 2 & 3:** Step 2 is to run the three models in consideration on the full series ranging from 2015-01-01 to 2019-03-31 and in step 3 I run the models through a series of quality checks to choose a “best” model. The quality checks are 1) statistically significant coefficients, 2) convergence of yt, 3) white noise residuals, and 4) the model should outperform plausible alternatives in terms of the AIC and BIC. Table 3 summarizes the quality metrics for each of the models.

|  |  |  |  |
| --- | --- | --- | --- |
| **Table 3: Model Quality Checks** | |  |  |
|  | **SAR(1)** | **SMA(1)** | **Pure Noise** |
| **Estimate (P-Value)** | sar1: -0.49 (0.000) impact: -0.03 (0.449) | sma1: -0.99 (0.223) impact: -0.04 (0.421) | impact: -0.04 (0.46) |
| **AIC** | -60.87 | -0.71 | -0.31 |
| **BIC** | -51.47 | -0.61 | -0.25 |
| **Q-Statistic** |  |  |  |
| lag 5 p-value | 0.41 | 0.21 | 0.08 |
| lag 10 p-value | 0.43 | 0.48 | 0.17 |
| lag 15 p-value | 0.13 | 0.2 | 0.11 |
| lag 20 p-value | 0.15 | 0.34 | 0.05 |
| lag 25 p-value | 0.11 | 0.31 | 0.03 |

Table 3 shows that the sar1 coefficient is statistically significant and not equal to 1. The ma1 coefficient is insignificant and essentially 1 which implies non-convergence of {yt}. The SMA(1) model has the lowest AIC and BIC while the pure noise model has the highest. Both the SAR(1) & SMA(1) fail to reject the null hypothesis white noise residuals at all lag levels indicating that they are capturing the signal produced; However, the pure noise model does not. The SAR(1) model is the only model that passes all quality checks while maintaining a relatively low AIC and BIC. I’ll move forward with the SAR(1) as the “best” model.

Since the intervention treatment variable (i.e. “impact”) is insignificant with a two-sided p-value of 0.45 then we can conclude that the treatment had no significant effect on weekly collisions.

**Bayesian Method**

**Approach 1:** To find the primary state-space model to use in inference I’ll evaluate using the following:

1. RMSE & MAE on a holdout
2. RMSE & MAE on one-step ahead predictions
3. Harvey’s Goodness of Fit Metric
4. R-Squared
5. Graphical Posterior Predictive Checks

The RMSE & MAE evaluated on a holdout are created by training each model on a shortened dataset ranging from 2015-01-01 to 2018-10-21, then sampling from the posterior predictive distribution to obtain mean sample forecasts through the remainder of the year. I’ll calculate the RMSE & MAE on those predictions versus what was actually observed. Evaluation on out-of-sample performance helps in selecting a robust model with reliable forecasts. This evaluation will help determine if our model is simply overfit to our particular dataset. To ensure that the model performs well on the remainder of the dataset I’ll sample from the posterior predictive distribution to obtain one-step-ahead predictions. This is essentially the prediction at each point in time t in our dataset if we’d used all the data up to t-1 to build the model.

The Harvey’s Goodness of Fit Metric is analogous to the R-Squared for regression models. It differs in that instead of benchmarking the sum of squared errors to the mean it does so to a random walk with drift. Harvey (1989) argues that this is a better comparison for state-space models19.

The evaluation metrics previously mentioned fail to take full advantage of the Bayesian methodology. Graphical posterior predictive checks compare the observed values a series of random draws from the posterior predictive distribution. Instead of comparing a single predictive estimate, we can compare to several randomly generated predictions drawn from the posterior distribution. This is based on the simple idea that if the model fits well then we should be able to use samples from the posterior distribution to mirror the observed data. I will be using plots to ensure that this holds. If there are obvious anomalies, I will exclude the given model from the set.

Table 4 shows the several evaluation metrics we’ll be using for each model.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Table 4: Bayesian Model Comparison** | | | |  |  |  |
|  | **Rsquared** | **HarveyGOF** | **MAE** | **RMSE** | **MAE (hld)** | **RMSE (hld)** |
| Model1 | 11.7% | 42.2% | 0.142 | 0.181 | 0.102 | 0.172 |
| Model2 | 9.1% | 48.3% | 0.136 | 0.171 | 4.442 | 4.497 |
| Model3 | -0.6% | 48.5% | 0.133 | 0.171 | 0.078 | 0.173 |
| Model4 | 5.6% | 49.9% | 0.132 | 0.169 | 0.079 | 0.168 |
| Model5 | 16.5% | 43.5% | 0.142 | 0.179 | 0.096 | 0.168 |

**Need to add some PPC comparing Models 4 & 5**

Model 5 has the highest R-squared while Model 4 has the highest Harvey GOF statistic. Models 4 & 5 have the lowest have the lowest RMSE on the holdout while Model 4 maintains a slightly lower RMSE and MAE on the full dataset. The only difference between Models 4 & 5 is that Model 5 includes seasonality in the state component of the model. Since the frequentist analysis also showed signs of seasonality and since there’s no clear winner between the 2, I’ll move forward with Model 5 as the final model. I can now move forward with evaluating the treatment coefficient.

BSTS uses “spike and slab” regression for all predictors in the design matrix. This returns posterior distributions for both the probability of the variable being included in the true data-generating process (i.e. inclusion probability) and the coefficient value given inclusion. To determine whether the treatment binary has a true effect I’ll look at both the inclusion probability and 95% highest posterior density (HPD) of the coefficient. The resulting inclusion probability is 1.4% which is well below the conventional inclusion probability threshold of 10%. If we assume that the treatment is truly included, it’s posterior mean is 0.045 with 95% HPD between -0.08 and 0.17. Since the interval includes zero we cannot conclude that the treatment had any effect on weekly collisions.

**Robustness Check:** Brodersen et al (2015) proposed a method to infer causal effects with state-space models that involve creating a counterfactual series that represents expected results had no treatment occurred20. They then estimate the treatment effect by comparing this to the observed data.

This technique requires 3 steps. First, we estimate the state-space model by simulating draws of the parameters over the period y1:n where yn+1 is the first observation in the treatment period. If available, a control series should be included as a static regressor in the model. The control should not be affected in any way by the treatment and will represent all variables unaccounted for in the model. Second, we draw from the posterior predictive distribution to simulate P(ý n+1:m|y1:n) where m is the last observation so that y­n+1:m represents the treated portion of the series and ý is the counterfactual simulation. Third, the pointwise treatment effects is estimated by calculating it = yt – ýt for all t from n+1 to m. This results in a distribution of treatment effects obtained at each time period during the treatment and we can average over the full treatment period to obtain a cumulative effect or mean weekly effect20.

Similar to a difference in differences design, the control series should follow the treatment series closely pre-intervention and we assume that the treatment had no effect on the control. Previous research on BAC impact have used non-DUI related collisions as a control for DUI related collisions. This assumes that lowering the BAC will have no effect on non-DUI related collisions which seems reasonable.

Brodersen et al (2015) streamline this approach in the R package CausalImpact which I leverage for my analysis. Using model 5 from approach 1, I run through the three steps outlined above.

After lowering the BAC, the post-treatment mean DUI related collisions was 3.65. We would have expected a mean of 3.65 with a 95% credible interval of [3.35, 3.96] in the post-treatment period had we not lowered the BAC. This mean and credible interval serves as our counterfactual. If we subtract the counterfactual from the actual mean of DUI related collisions post-treatment we get mean effect size of -0.001 with a 95% interval of [-0.31, 0.30]. This effect was not statistically significant and we cannot conclude that lowering the BAC had any effect on DUI related collisions.

**Conclusion**

All three approaches resulted in insignificant findings. While data is still limited, early indicators show that the implementation of a 0.05 BAC limit in Utah has not had impact on DUI related collisions.
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